1. Between narratives and code

It is a trivial observation that the emerging science of global systems relies essentially on computer models. All science nowadays relies on computer models (for an interesting analysis of just how much, see “Simulation and its Discontents” [Tur09]). However, a distinguishing feature is that in GSS these models are usually the only kind we have. In physics, for example, computer models are usually secondary to mathematical ones. It is the latter which embody the theories and serve as objects of discussion between scientists: computer code rarely makes its way in scientific publications. The computer model is judged to be correct if it faithfully implements the mathematical model. While it might occasionally be difficult to formulate exactly what counts as “faithful”, we have, at least in principle, a “golden standard” for correctness.

Consider a multi-agent model which is supposed to inform politicians about the effect of green building subsidies on the evolution of unemployment. What is the “golden standard” against which to judge the correctness of such a model? Usually, such models are accompanied by a narrative, an informal description of the ideas behind their development, but a narrative is too blunt an instrument to help us decide whether a computer implementation of it is correct or not, whether the results of a simulation are trustworthy or flawed by programming errors. In fact, in absence of an external criterion for the correctness of the model, it is not clear that we can talk about programming errors at all.

Developing the traditional kind of mathematical models for the complex heterogeneous socio-ecological systems involved in GSS has not been very successful so far. GSS is massively inter-disciplinary, and even when the various components of a model have mathematical representations within the disciplines involved, there is no clear way of coming up with a mathematical model of the interactions between the components. The almost automatic way that scientists solve this problem is by implementing the components and their interactions in code. This provides a formal description of the model and allows exploring its consequences by simulations, and only by simulations, because the description is too low level to allow us to reason about it the way we do with traditional mathematical models.

This unsatisfactory state of affairs can be summed up as follows: either we limit ourselves to informal narratives, or we use simulations of computer models which we do not understand and whose correctness we cannot guarantee. Either way, the scientific status of GSS is in question.

The solution appears to be the creation of an intermediate, mathematical layer between narratives and simulations, similar to that which exists in other established sciences. This mathematical layer cannot just be, say, the theory of partial differential equations underlying the physics of climate, or the functional analysis accounting for the general equilibrium models of economics. The formal language of GSS is computer code, therefore the mathematical layer has to be part of the mathematics of general programs, that is, computer science.

To put it in a somewhat pointed fashion: computer science should play for GSS the same role that mathematics plays for physics.

More concretely, we need to start by writing specifications for the kind of models used in GSS, which will involve choosing, adapting, and extending one or more of the formal languages for specifying and reasoning about programs. At the moment, the main candidate for such a formal language is that of constructive type theory, due to its ability to express both (functional) programs and classical mathematical results. But, just as physics has influenced the development of mathematics, providing fruitful problems and intuitions, we expect that GSS will also influence the kind of formal languages and the results of computer science. Specifications will allow checking the correctness of implementations, but in the long run, we can do better: we can implement high-level domain-specific languages (DSLs), such that the distance between specification and implementation will be as short as possible. Ideally, the specification should be expressive enough that its compatibility with the narrative which motivated it can be seen “by inspection” and that it can serve for the communication of scientific ideas, and at the same time it should be part of the programming language used to implement it, so that the implementation is correct by construction.

Such DSLs are not “just” important for the correctness of models, they are, in fact, essential to the policy-science interface.

In the sequel, we shall illustrate this with three examples: project GRACEFUL (under grant preparation for the FETPROACT-1-2014 call on GSS); formalizing avoidability in the context of climate change; and developing a theory of policy advice in GSS.

Date: 2014-10-03 (for the 3rd Open GSS Conference).
2. Project GRACeFUL and DSLs for the foundations of GSS

GRACeFUL aims to build a framework for rapid assessment tools, in order to support political decision-making in the typical context of GSS, involving multiple stakeholders faced with inter-disciplinary, global challenges. The core idea is to combine the methodology of group model building, used to help stakeholders develop a systemic description of the situation and of the goals to be achieved, with the technology of constraint programming, which will “package” the available scientific models and data and use them in an efficient manner to propose plans for achieving those goals.

The key difficulty is that the stakeholders describe problems in high-level terms such as hazard, risk, resilience, vulnerability, protection measures, financial contract, adaptation and mitigation, desirability versus undesirability, etc., which are rarely the terms which describe the available data or scientific models.

In GRACeFUL, the translation from the language of stakeholders to that of data and models is carried out by a DSL. The main components of the DSL will be the high-level terms used (within graphical tools) by the stakeholders in group model building sessions, which the DSL will “compile down” to the level of constraint programming.

Translations generate meaning, and this one is no exception: high level concepts are interpreted in the rigorous (but lower-level) language of the constraint programming layer. The mechanism of rapid assessment tools envisioned by GRACeFUL will also help in refining this translation. In the initial stages, the rapid problem-solution cycle will be used to ensure that the solutions are not polluted by errors of interpretation of the high-level terms.

However, once this validation step is passed, we will be in possession of a formalization of important high-level notions of GSS such as those cited above. The use of DSLs to give precise meanings to and to allow reasoning about complex concepts is not new. Perhaps the most successful example so far is that of DSLs for financial contracts initially proposed by Peyton-Jones, Eber, and Seward [Pjes00] which have been adopted and extended by several companies in the financial sector. Closer to GSS, the formalization of vulnerability developed at PIK and extended in cooperation with Chalmers [ikh05, i006, ion09, ikh09, Lij13b, Lij13a] has unified various approaches to vulnerability assessment in the climate change and development studies communities.

In the next section, we explore another related effort currently underway at PIK and Chalmers, aiming to formalize the notion of avoidability in the context of climate change. In the long run, we hope that such systematic exploitation of the theory-building aspects of DSLs will lead to solid foundations for GSS, including a theory of policy advice, the topic of Section 4.

3. Formalizing high-level concepts: the example of “avoidability”

In most situations related to climate policy, decision making has to take place under fairly weak assumptions. In international environmental agreements (IEA), for instance, decision makers are typically faced with sequential decision processes over a certain number of steps [FvdI03, Hel03, Hei13]. Each step represents a finite period of time, for instance 10 years. The kind of information available to a decision maker in a single decision step and the kind of options available in that state can often be described fairly rigorously. For example, the information available for decision making could consist of some measure of greenhouse gas (GHG) concentration and gross domestic product. The options could be perhaps greenhouse gas abatements and investments.

But even if the decision processes can often be described in terms of fairly simple terms, the “dynamics” of the system underlying the decision process is usually affected by various kinds of uncertainty, whether related to the complexity of the system or the behaviour of other decision makers. Therefore, the decision problems are often genuinely non-deterministic.

Compounding this non-determinism is the fact that the approach usually taken for solving decision problems relies on notions of “optimality” ([Bel57], for a DSL treatment see [BIB13, BJI+14b]) requiring decision makers to estimate the value of policies in terms of payoffs associated with the decision process. Besides the “technical” difficulties of such estimates, ethical concerns have also been raised against this approach.

Such criticisms have lead a number of authors to argue that, for policy advice on climate impacts, it would be more sensible to shift the focus from the attempt to maximize questionable costs-benefits estimates towards policies that provably avoid future possible states which are known or thought to be harmful.

This is the approach exemplified in [RBH07] but also in more positive formulations such as the “tolerable window” approach proposed in [Sch98]. Such notions of “avoidability” are also at the root of the definitions of mitigation and adaptation which are at the core of IPCC’s Working Group III research.

But what does it precisely mean for possible future states to be avoidable?

Since the notion of avoidability seems to play a decisive role in IEAs and climate impact discussion, avoidability has to be one of the key notions of a DSL for supporting decisions in these areas. It is to be expected that a number of notions of avoidability needs to be formulated.

From a GSS perspective, a theory of avoidability and, in particular, generic decision procedures for assessing avoidability could be easily instantiated for
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1In much the same way as different notions of equilibrium turns out to be necessary to formulate problems in economics and game theory.
other domains than climate change. In financial markets and after two decades of Financial Stability Reviews, for instance, unambiguous notions (let alone operational tests) of stability are still elusive [Goo04].

Here GSS could play a decisive role in pioneering more reliable (and more accountable) approaches towards stability assessment. Sound rules for financial markets have to cope with systems which are, as in the case of IEAs, imperfectly known (and, therefore, genuinely non-deterministic or, at most, stochastic) and for which assuming the availability of credible estimates of the value of policies would be questionable. Here too, it could be more realistic to focus on policies that focus on the avoidance of potentially harmful future states.

4. Towards a theory of policy advice

Consider again the sequential decision problems related to international environmental agreements in the previous section. There, decision makers needed to select, at each time step, between a few different rates of abatement of $CO_2$ emissions or, perhaps, some emission cap.

It might seem that, in this case, the ideal advice a decision maker could receive would be a list of, e.g., “optimal” rates of abatement, one for each step. However, this first impression is misleading. As we mentioned, the decision process in the case of IEAs (and in most realistic GSS related situations) is genuinely non-deterministic.

Therefore, the advisor cannot know exactly what will happen after the first decision step, and the second element of the list could very well be non-applicable (not to mention sub-optimal). This is especially easy to see in the case where decisions are framed in terms of investments: the investment is constrained by the actual capital and, possibly, by some measure of loan availability; if the level of this capital (loan) is unknown, the “optimal” investment cannot be known, either.

In such situations, a list of future decisions to be made is inadequate. What is needed is, instead, a set of rules which take into account the possible unfoldings of the process.

Decision making that takes into account the facts as they unfold during a particular realization of the decision process is not only much more flexible than decision making based on some fixed control plan. It is also, in general, more effective. It makes the difference between planned economy and adaptive allocation of resources and allows decision making to take advantage of the information that becomes available as time advances.

What seems to be an obvious observation is often neglected in policy advice. In fact, most of the tools currently used for integrated assessment studies, impact research and IEAs are based on deterministic systems and “advice” refers to static decision plans. But, if policy advice cannot be about recommending static decision plans and delivering scenarios according to such plans what should then be the content of policy advice? The answer is both obvious and compelling:

In control theory, sets of rules which take into account the possible unfoldings of a decision process are called policies and we argue that the main content of policy advice – what advisors are to provide to decision maker – are policies.

These informal notions of policy are conceptually correct but, as it turns, too simplistic. If policy advice has to be accountable, these notions have to be refined and carefully formalized. We cannot expand here but we have outlined a theory of decision making under uncertainty in [BJI14b]. In [BHI14a], we will present the preliminaries of a theory of policy advice and avoidability.

5. Beyond foundations

In this document, we have focused mainly on the foundational role of computer science in GSS. This does not exhaust by any means the role of ICT in GSS. For example, we have not touched so far on the empirical side of GSS. In common with almost every other scientific discipline, in GSS we also have the problem of the massive amounts of data to be collected and analyzed, but here we also face the heterogeneity of the data. As an integrative science, GSS must develop the concepts and techniques for dealing with data coming from a wide spectrum of scientific disciplines. Efficiently dealing with this kind of data must lead to establishing correlations between disciplines, developing indicators to summarize otherwise unmanageable quantities of information, suggesting new concepts for the theory of GSS. These concepts should also allow us to deal better with the new sources of data available from social networking tools like Facebook and Twitter.

These networking tools have been developed in an ad-hoc fashion, raising questions about their security, reliability, use and misuse. We should expect a science of global systems to enable us to understand these issues better, and design a next generation of communication tools. Also in view of e-Governance issues, we need scientific theories that can tell us about how to increase the reliability of information, how to counteract disinformation, how governments can encourage a broad democratic participation, enabling change and building trust.
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